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A whole year after the implementation of Regulation (EU) 2022/2065 [DSA, i.e., Digital Service Act], which entered into force on February 17, 2024, it is worth reviewing the key points of the DSA's protective scope and the measures taken by digital platforms and search engines, as well as their impact on daily life.  

Before proceeding to the aforementioned review, let us reiterate the main points of the Rules of Procedure and the productive reasons for their adoption.  

The undeniable omnipotence of the internet and the challenges arising from its use in the digital era we are living in have led to the urgent need to regulate the operation of online content and to ensure the user's optimal browsing safety and transparency on the internet. In particular, the chaotic and previously uncontrolled use of online platforms has brought to light frequently, and indeed increasingly, phenomena, such as the spread of disinformation and misinformation campaigns, cybersecurity attacks, the uncritical and -often- abusive processing of personal and "big data" by technology companies for commercial purposes, the increase of online fraud, and the continuous attempts of tech giants to exploit their position of power.

Thus, the DSA, which was partially implemented starting from 16 November 2022 and fully applicable by 17 February 2024, aims to set clear rules for the functioning of digital platforms and search engines so as to safeguard users’ basic rights online. The DSA concerns the regulation of intermediary services, which is a term that refers not only to online platforms (social media, online marketplaces, app stores, etc.) but also to internet service providers and web hosting services. The regulatory scope of the DSA covers not only undertakings and platforms established in the EU, but also those not established in the Union but providing services to end-users who are citizens of the Union or located within its territory. Although the DSA applies to all the above-mentioned undertakings, stricter regulations are envisaged for very large online platforms (VLOPs) and online search engines (VLOSEs) used by at least 10% of the Union's population such as Amazon, Google, or Meta. 

Since the DSA entry into force, online platforms have adopted measures of compliance as indicatively mentioned per category based on the different protective fields/scopes below:

 
Illegal Content Reporting Feature
The Digital Services Act requires platforms to put in place measures to combat the dissemination of illegal goods, services or content online, such as mechanisms for users to flag such content and for platforms to cooperate with "trusted flaggers". So, for example, on the popular platform X, the option - "report illegal content" function was introduced, which is available if you click on the three small dots in the upper right corner of each post. Among the rest of the platforms that have implemented the option to report illegal content are Apple, Pinterest, Facebook, Instagram and TikTok.


Content Control With Reasoned Decisions And Transparency Of Control Through A Database 
Accordingly, compliance with the obligation of VLOPs to disclose to their users the reasons for removing their personal content or the reasons why access to an account has been restricted, which could be interpreted as interference with the free expression of users' personality, requires a clear and specific justification and enables users to challenge such decisions through an out-of-court mechanism dispute resolution. Even, Facebook and Instagram, which used to provide relevant information about moderating content posted through them, now provide a wider range of content moderation information.
In addition, to emphasize the transparency of the relevant procedures for reviewing online platforms' decisions on the legality of published content, the Commission has launched the DSA's transparency database, which makes publicly accessible all explanatory statements that online platform providers are required to provide regarding their content moderation decisions. 


Control Over Feeds And Personalised Choices Of Online Platforms 
Similarly, the DSA obliges online platforms to guarantee greater transparency and control over the content that appears on our feeds. Given this, it goes without saying that VLOPs must provide the user with an option to disable personalized content or to opt out of personalised advertising. In addition, as part of transparency and control over personalised content in our feeds, VLOPs are required to maintain a repository with details of paid advertising campaigns running on their web interfaces. Currently, the platforms that have complied with the above obligations are TikTok, Facebook, and Instagram.

Oversight of the transparency of recommender systems and advertising, including the implementation of ad repositories, lies with the Member States and the Commission.

Prohibition Of Targeted Advertising to Minor Users Or Based On Sensitive Data
The DSA prohibits the publication of ads on online platforms targeting underage users. Already VLOPs such as Alphabet's Snapchat, Google and YouTube, as well as Meta's Instagram and Facebook no longer allow advertisers to serve targeted ads to children and teens. TikTok and YouTube now set user accounts under 16 to private by default. In addition to advertising targeted at minors, advertising is prohibited as well, when the advertisement is the result of profiling using special categories of personal data, such as nationality, political opinions, and sexual orientation.


The Native And By Design Protected Browsing Of Minors On The Internet
The need for a higher level of protection for minors online is self-evident. For this reason, online platforms can put in place age verification measures before granting access to their services, management options to facilitate parental controls and tools for users to flag abuse or receive support. 
In this direction, some first steps are being taken to comply with the above requirements of the DSA, for example, TikTok and YouTube, which in addition to banning minor-targeted ads, have automatically set the profiles of minors to private, which means that the videos they upload can only be viewed by the people that the users themselves approve.

Measures To Ensure The Integrity Of Elections
The DSA requires VLOPs and VLOSEs to identify, analyze, and mitigate with effective measures risks related to the electoral processes and civic discourse while ensuring protection of freedom of expression. The Slovak parliamentary elections of 30 September 2023 formed the first test case for these requirements after the entry into application of the DSA for VLOPs and VLOSEs. Thanks to the DSA, the approach of providers of VLOPs and VLOSEs to electoral integrity has demonstrated such progress that the following outcomes are expected, i.e., shorter response times to flagging by the local authorities and trusted partners, clearer escalation processes of disinformation and misinformation, an increase in fact-checking capabilities, and an overall increase in resources and capacities.


Traceability Of Business Users In Online Marketplaces 
The DSA introduces new obligations for providers of online marketplaces to counter the spread of illegal goods. These providers must now ensure that sellers provide verified information on their identity before they can start selling their goods on those online marketplaces. Such providers must also guarantee that users can easily identify the person responsible for the sale. Moreover, if a provider of an online marketplace becomes aware of the selling of an illegal product or service by a seller, it must inform the users who purchased the illegal good or product, as well as the identity of the seller and the options for redress. 
The Commission, along with Member States, will supervise and enforce compliance with the obligations against the spread of illegal goods on online marketplaces.

Beyond the previously cited impact, obligations are gradually reduced for providers of simple online platforms, hosting service providers, and other categories of intermediary services, which means that information related to their percentage of compliance is not traceable yet. Indeed, many of the new rules will not apply to micro or small enterprises, as set out in Recommendation 2003/361/EC, in order to promote innovation and investment. 


In conclusion, even in a single year of uniform implementation of the DSA, important steps have been taken towards protecting the rights of users in general when interacting with digital platforms, with an emphasis on VLOPs and VLOSEs that carry more risks. The impact and effectiveness of supervisory authorities remain to be demonstrated.
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